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ABSTRACT: In this study, we have proposed and implemented a sequential data analytics (SDA)-driven methodological framework to design adaptivity for digital game-based learning (DGBL). The goal of this framework is to facilitate children’s personalized learning experiences for K–5 computing education. Although DGBL experiences can be beneficial, young children need personalized learning support because they are likely to experience cognitive challenges in computational thinking (CT) development and learning transfer. We implemented the educational game Penguin Go to test our methodological framework to detect children’s optimal learning interaction patterns. Specifically, using SDA, we identified children’s diverse gameplay patterns and inferred their learning states related to CT. To better understand children’s gameplay performance and CT development in context, we used qualitative data as triangulation. We discuss adaptivity design based on the children’s gameplay challenges indicated by their gameplay sequence patterns. This study shows that SDA can inform what in-game support is necessary to foster student learning and when to deliver such support in gameplay. The study findings suggest design guidelines regarding the integration of the proposed SDA framework.
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1. Introduction

A major goal of recent computing education is to enhance children’s computational thinking (CT). CT is a way of thinking that involves representing solutions via computational practices (Grover & Pea, 2013). Research has shown a concern that young children are likely to face cognitive challenges in developing CT due to its complexity (Lye & Koh, 2014). CT-related learning tasks are likely to overwhelm children and then undermine motivation and learning engagement (Zhao & Shute, 2019). It hence necessitates engaging and effective ways to support CT development for young children. Correspondingly, recent research has called for digital game-based learning (DGBL) as a means that promotes children’s problem-solving and hands-on experiences — resulting in the development of concrete cognitive footings for abstract knowledge (Zhao & Shute, 2019). Previous works have demonstrated purposeful DGBL design that facilitates children’s CT skills development through playful learning (e.g., Asbell-Clarke et al., 2020; Bers, 2020; Israel-Fishelson & Hershkovitz, 2020). Children as players, are guided to explore a variety of game missions where CT skills are necessary. Through playing, students are expected to initiate hypotheses and then come up with creative solutions derived from appropriate CT skills and concepts through multiple rounds of game trials. Despite the emergence of DGBL in computing education, skepticism exists on whether and how DGBL supports students with different knowledge levels and backgrounds.

Despite increasing DGBL research on computing education, there is a lack fo studies that discussed how DGBL supports children’s personalized learning experiences (Hooshyar et al., 2021). Whereas DGBL enhances engagement and motivation, research reports that young children may undergo cognitive distractions and in-game frustration easily (Lye & Koh, 2014; Bers, 2020). To guide children’s attention and mindful gameplay in DGBL, it is essential to help them keep engaged and focused in gameplay through personalized support. However, there is little systematic
guide for designing the content of the support, the timing of support delivery, and the format of the support (Liu et al., 2020). Since DGBL with evidence-centered design (ECD) supposes observable game actions that represent children’s learning states, it is essential to seek ways to grasp and analyze the nature of children’s in-game behaviors aligned with CT. Whereas researchers used various data analytics to investigate learners’ in-game behaviors in DGBL, existing data-driven approaches are limited in identifying children’s needs under the gameplay nature (Moon & Liu, 2019). In this study, we propose, implement, and test sequential data analytics (SDA)-driven methodological framework to investigate young children’s (K-5) gameplay patterns in the educational game Penguin Go. Furthermore, we discuss how this SDA-driven approach helps to conduct data-driven decisions for developing adaptive DGBL for young children.

2. Literature review

2.1. Computing education and GBL

The field of computing education highlights CT, which is an analytical ability to decompose complicated problems, identify their patterns, and execute tailored solutions by computational means (Lye & Koh, 2014). Shute et al. (2017) identified the main competencies of CT as follows: (1) decomposition; (2) algorithm thinking; (3) abstraction; (4) debugging; (5) iteration; (6) generalization. However, due to children’s inexperience entering computing education, they tend to undergo cognitive challenges that may result in low engagement and high frustration. Therefore, it is essential to provide children with motivating environments to boost their learning engagement.

A current CT movement has focused on enabling all learners to engage in computing education (Weintrop et al., 2016). There are two pivotal design rationales of DGBL in computing education. First, a major assumption of DGBL in computing education is implicit learning (Rowe et al., 2017) from everyday play behavior that does not explicitly appear. A game is a good platform that allows learners to demonstrate a particular pattern of behavior through play. Individuals’ gaming actions and their consequences in game tasks are linked with the implicit CT learning. In this sense, many researchers sought to create a game mechanic that purposefully fosters learners’ CT-related behaviors from play. Second, another lens of DGBL for computing education is constructionism. Weintrop et al (2016) stated three design principles of an educational game: (1) personally meaningful artifact design, (2) exploration and discovery in play, and (3) engaging with powerful ideas to be advanced. They underscored that a game needs to present challenges that allow learners to initiate and test their conceptions from simple to complex. While building a pile of codes with iterations, learners can build and elaborate design rationales and internalize their programming logics through a series of game tasks. Game challenges and failure experiences help them to detect misconceptions, analyze consequences, and debug execution codes during multiple rounds of play. In this sense, DGBL has been useful to introduce computing education to young children. The key to incorporating DGBL into computing education is to make computer programming practices more engaging to young learners (Hsu et al., 2018). Previous research indicated that DGBL benefits learners’ CT development by enhancing their engagement via gameplay (Israel-Fishelson & Hershkovitz, 2020; Turchi et al., 2019; Zhao & Shute, 2019). Moreover, during gameplay, learners can build and test their problem-solving solutions (Grover et al., 2017). Such problem-solving processes during gameplay seamlessly facilitate learners’ iterations of hypothesis testing and solution executions, which in turn contribute to their development of CT skills. Asbell-Clarke et al. (2020), for example, created and implemented Zoombinis, a 2D learning game teaching CT to young children. Using data-driven automatic detectors of student gameplay (i.e., classification algorithms), they reported that children who demonstrated evidence of active problem solving in the game (e.g., change one variable while holding others constant) were more proficient in CT skills compared to those who were still learning the game mechanics (e.g., repeatedly using the same but ineffective solution in one puzzle).

2.2. Challenges in children’s gameplay and adaptive game design

Although DGBL engages young learners in computing education, research has suggested that young children are likely to face cognitive challenges in CT-related problem-solving in gameplay. Young children tend to demonstrate
inefficient solution implementations and unsystematic debugging (e.g., trial-and-error) caused by random, non-strategic, or sometimes unproductively wheel-spinning. Such inefficient solutions often involve step-by-step execution, testing with random combinations, or debugging without meaningful subgoals (Fessakis et al., 2013; Liu et al., 2017). Although iterative trial-and-error may help to solve game problems, such patterns do not always lead to meaningful learning (Owen et al., 2019). Multiple trials and errors without further improvement rather give rise to frustration and disengagement. This behavior pattern is largely attributed to children’s limited cognitive and meta-cognitive resources. In a highly interactive environment such as DGBL, children are exposed to high cognitive load (Morrison et al., 2015; Azevedo & Aleven, 2013), which poses challenges for higher-order CT skills—such as loop and conditional statement development (Ching et al., 2018).

In addition, research has reported learning transfer as a significant issue after the gameplay: Children seem to enjoy and excel within the game, but they did not perform well on the knowledge test outside of the game (Arena & Schwartz, 2014; Mason et al., 2011). When children are asked to perform the learned skills in a different context (often referred as far transfer), they need to first understand the similarity between the original learning context and then apply the learned cognitive processes into a new context (Stocco, Lebiere, & Anderson, 2010; Taatgen, 2013). Both steps require a large amount of cognitive and meta-cognitive resources; hence, it is less likely that they can perform well on transfer tasks after simply playing games (Bannert, 2006). In a highly interactive environment such as games, children should pay mindful attention requiring cognitive and meta-cognitive resources under diverse gaming trajectories (Ke & Abras, 2013). Therefore, it is essential for DGBL researchers to identify the cognitive or meta-cognitive needs and design personalized support to help children to acquire transferrable skills through games.

Children’s cognitive challenges augment the importance of personalized learning experiences. Personalized learning is a learning design that adjusts either learning modules and instructional strategies tailored to children’s learning states or interests (Walkington, 2013). To perform personalized learning, identifying children’s learning trajectories and dynamic problem-solving processes in advance is crucial (Lin et al., 2013). In DGBL, to systematically support children’s personalized learning, emerging research has incorporated adaptivity in games (Vanbecelaere et al., 2020). Here, adaptivity refers to the systematic and dynamic delivery of game-based instructional activities through ongoing and in-situ learner analyses (Liu et al., 2020). Furthermore, to determine either level or format of adaptive learning support best suited to individuals, DGBL systems need to collect and analyze learner profiles and present appropriate support to them. A recent study by Hooshyar et al. (2021) showed how to provide personalized CT learning experiences via gameplay. They introduced AutoThinking, which is a 2D agent-based computer programming game. This game allowed players to use a collection of icons to control a game character’s movement in a maze environment. They adopted Bayesian networks algorithm to decide the adaptivity level of students’ gameplay. A game system automatically assessed players’ CT skills and presented different types of game character movement patterns (i.e., random, provocative, aggressive, and lenient). Despite a promising view of adaptivity implementation in DGBL for computing education, limited research has demonstrated how to orchestrate systematic and data-driven decision-making with adaptive DGBL design. Specifically, few studies discussed how to implement data analytics to drive the design of adaptivity in DGBL.

2.3. Evidence-centered design and data analytics

For learner analysis and corresponding adaptive support in DGBL, research has suggested implementing stealth assessment. Stealth assessment is designed to collect students’ competency states in an unobtrusive way (Moore & Shute, 2017). Evidence-centered design (ECD) provides rationales for the implementation of stealth assessments (Shute & Kim, 2014). ECD is a framework with which to design learning assessments to measure students’ knowledge, skills, and attitudes. To detect student learning states through stealth assessment, research used various data analytics that model learners’ competency (e.g., Akram et al., 2018; Min et al., 2019). However, existing competency models typically focus on evaluating the entire learning history, but they are limited in collecting and analyzing in-situ data indicating individuals’ learning trajectories in real time. In research of DGBL, previous predictive modeling approaches tend to compute cumulative performance levels instead of their chronological development of gameplay learning experiences. For instance, previous featured DGBL studies with ECD frameworks (Shute & Moore, 2017; Ke & Shute, 2015; Levy, 2019) used Bayesian networks to compute the conditional probability to operate the adaptivity during gameplay. To determine game adaptivity levels, they discretized a granular level of game log data by accumulations. However, this approach has limited success in
understanding learners’ behavior from a chronological perspective and projecting individuals’ gameplay sequences that function as a proxy of their way of thinking during gameplay.

To better capture student learning trajectories in gameplay, emerging research has introduced SDA in DGBL (Moon & Liu, 2019; Tlili et al., 2021). Given a pronounced concern of existing prediction models above, SDA is advantageous to better capturing and delineating learners’ temporal and salient sequences of gameplay behaviors representing individuals’ “learning paths.” Because students’ gameplay patterns are likely to expose their knowledge paths in learning tasks, SDA enables researchers to better understand whether and how students face learning challenges in gameplay. Gameplay patterns indicate children’s understanding of given game rules and clues. If a child goes to wrong paths and actions related to a game task, it indicates students’ game challenges. Under this analytics assumption, DGBL research increasingly tends to use SDA to measure students’ patterns of self-regulated learning (Kimbrew et al., 2015) and scientific reasoning (Taub et al., 2018). Given that SDA is particularly useful to visualize individuals’ way of thinking amid a collection of gameplay event data, it is useful to be implemented in DGBL for computing education. Since analytics in computing education requires researchers to identify students’ stepwise compilation of blocks to execute their codes with success, SDA can be useful to gather relevant evidence effectively.

2.4. Research gap

Despite aforementioned challenges, limited research has implemented data analytics to better capture, model, and understand children’s learning states during related to CT development. Existing data analytic approaches in DGBL rarely analyzed how students learn and what challenges occur aligned with game contexts. Corresponding to such problems, this study proposes and implement an SDA-driven framework to provide evidence of designing personalized learning experiences of CT in DGBL. Aligned with this study’s goal, we propose research questions as follows.

(1) What are the emerging gameplay patterns among children who played Penguin Go?

(2) What are the differences in gameplay patterns between children in different game conditions (i.e., with or without additional cognitive support)?

(3) What are the design implications of the highlighted gameplay patterns in terms of promoting personalized learning experiences and the development of transferrable CT skills?

To answer the research questions, we have implemented three steps: (1) implementing an educational game (Penguin Go) for CT development; (2) building SDA-driven assessment framework DGBL for adaptivity design; and (3) implementing a case study to explore the relationships among children’s gameplay patterns, CT skill development, and learning transfer as the evidence for adaptivity design.

3. Method

3.1. Penguin Go and computational thinking skills

*Penguin Go* is an educational game teaching block-based programming language for both elementary and middle school students’ CT development developed by the research team (Liu & Jeong, 2022; Zhao & Shute, 2019). This game provides various game tasks to children in the context of the breeding behaviors of emperor penguins. The game’s goal is to move the penguin to the destination (i.e., the footprint) using different combinations of code blocks (Figure 1). The game has 18 levels in total. Players need to plan the path of the penguin strategically based on the level terrain. For example, the penguin can waddle on snow (i.e., the light blue blocks) but will slip on the ice (i.e., the deep blue blocks) and has to travel with a toboggan. Table 1 demonstrates the relationships between CT competencies and the concepts covered in the game.

*Figure 1. Level “Which Way?” in Penguin Go and a possible solution*
Table 1. The relationships between CT competencies and CT concepts covered

<table>
<thead>
<tr>
<th>CT Competencies</th>
<th>Sequence structure</th>
<th>Conditional structure</th>
<th>Loop structure</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decomposition</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>Identify the goal of each level, the potential pathways, constraints, and patterns in a solution.</td>
</tr>
<tr>
<td>Algorithm thinking</td>
<td>X</td>
<td></td>
<td></td>
<td>Translate the solution into a sequence of blocks that guide the penguin through the maze.</td>
</tr>
<tr>
<td>Abstraction</td>
<td></td>
<td>X</td>
<td>X</td>
<td>Use as few blocks as possible in the solution. Successful implementation of the conditional structure and loop structure can increase the abstraction level of the solution.</td>
</tr>
<tr>
<td>Debugging and iteration</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>Identify the problems and improve the solutions iteratively if the coding blocks do not work as desired</td>
</tr>
</tbody>
</table>

3.2. SDA-driven assessment framework of DGBL for adaptivity design

Previous research using *Penguin Go* suggested that children tend to undergo difficulty developing abstract thinking (Zhao & Shute, 2019). Abstract thinking is one of the hard-to-achieve but a core CT competency for K–5 children (Wing, 2008; Lye & Koh, 2014; Zhang & Nouri, 2019). In this study, we aim to design a personalized support mechanism that promotes children’s transferrable CT across various contexts. Empirical evidence has also shown, however, that mandatory instructional activities might reduce autonomy, which hinders motivation and engagement (Clark et al., 2011; Zhao & Shute, 2019). Therefore, personalized learning supports should be delivered to the children during their in-game problem solving. With personalized learning supports, children are more likely to engage in gameplay instead of receiving instructions passively.

We propose an SDA-driven framework to assess young children’s gameplay that evidence of designing adaptivity in DGBL. Here, we aim at identifying meaningful gameplay patterns related to children’s either CT development and
game challenges. We then focus on exploring how to inform the design of adaptivity based on gameplay results extracted from SDA, putting forth the methodological framework to guide the adaptivity design integrated with SDA.

Figure 2 presents our methodological framework. This framework consists of three major phases based on both the ECD approach (Mislevy et al., 2003) and the four-process adaptive cycle (Shute & Zapata-Rivera, 2012): (1) evidence identification; (2) evidence accumulation; and (3) activity selection. In comparison to the existing adaptive cycle, the proposed framework specifies what kinds of data the system capture in DGBL (e.g., frequent play patterns). Whereas the architecture of the original adaptive cycle poses a general adaptivity design, the proposed model better contextualizes data collection and analyses aligned with SDA. For example, in evidence identification, this framework particularly collects data that orderly arranges a chain of multiple behavior states. Such a collection of behavior states represents students’ gameplay patterns that imply decision-making processes. If a sequence of specific game actions is frequent, it is defined as an emerging pattern of gameplay. Whereas existing frameworks tend to emphasize the macro level of adaptivity design and implementation, the proposed framework particularly aims at capturing the in-situ data containing children’s gameplay patterns in the adaptive system cycle.

The framework depicts how best to guide children’s personalized learning and design adaptivity in DGBL. Evidence identification refers to the phase of collecting children’s behavioral data through computer logs and/or qualitatively annotated behavior codes and using SDA techniques to identify frequently occurring behaviors or emerging sequence patterns. The identified evidence describes children’s gaming sequences and serves as the empirical evidence for the later phases. The purpose of evidence accumulation is to interpret existing input data (evidence identification) via external measures because identifying the noticeable pattern may not necessarily be self-explanatory. In this phase, we can understand the identified emerging patterns and behaviors in context. For example, we can determine whether a substantial behavioral difference between high performers and low performers is present. As a result, evidence can be accumulated to infer children’s competency and identify the potential challenges children are facing, which, in turn, inform the design of the task models. The activity selection phase adjusts the instructional activity based on the evidence identified and accumulated (i.e., adaptivity). The goal of this adjustment is to match the appropriate support to children and elicit further behaviors that feedback to the evidence identification phase. Researchers need to select which learner variables to estimate (e.g., cognitive competency, problem-solving states, affective states), when to intervene, and which instructional content or support to present.

Figure 2. Schematic representation of the proposed conceptual framework
3.3. Study procedure

We conducted a case study with an experimental design at two large K–8 schools with a diverse student population in the southeast of the United States. The population was selected because (a) the game was designed for elementary school students, and (b) computational thinking and programming learning opportunities have often been reserved for more advantageous groups (Lachney et al., 2021). The goal of this case study is to understand children’s gameplay data and discuss what learning supports are appropriate based on the collected data under the proposed methodological framework. In total, 85 students enrolled in the study, and six students dropped out because of various reasons, including lack of interest or not finishing the posttest. The sample consisted of 79 children (43 self-reported to be female and 27 self-reported to be male; ages ranged from 9 to 11 years old with a median of 10). About half of the sample was from underrepresented ethnic groups (i.e., 22 Black or African American students, 7 Hispanic students, and 2 American Indian or Alaska Native students). We randomly assigned all participants to one of two conditions prior to the experiment: control or treatment. The control group (n = 39) only accessed the Game Mechanism Support (GMS) during the gameplay voluntarily. Besides the GMS, the treatment group (n = 40) voluntarily interacted with additional cognitive support in the form of information prompts and partial worked examples (i.e., Concept-Specific Support and Level-Specific Tips, Table 2) in addition to experiencing GMS. We used this treatment design to validate the efficacy of cognitive supports on children’s CT development. Here, aligned with the scope of this study, we focus on reflecting the design implications from the experiment not investigating the treatment effect. The study participants joined five 50-minute class sessions and yielded a total of 135 minutes of gameplay. We assessed children’s CT development at the pretest, near transfer, and far transfer levels.

<table>
<thead>
<tr>
<th>Support</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Game Mechanism Support</td>
<td>Static explanations and examples of the programming concepts</td>
</tr>
<tr>
<td>Concept-Specific Support</td>
<td>Interactive prompt that introduces the new block</td>
</tr>
<tr>
<td>Level-Specific Tips</td>
<td>A partial worked example that (1) encourages the use of a minimum number of blocks, (2) presents the target block, and (3) presents other blocks that nest inside the loop</td>
</tr>
</tbody>
</table>

Note. The game mechanism support can be accessed by both groups voluntarily. Only treatment group could access Concept-Specific Support and level-specific Tips.

3.4. Instruments

3.4.1. CT tests

We developed and implemented three tests to assess children’s CT skills. All tests were designed based on the Computational Thinking Test (CTt; Román-González et al., 2017). The pretest was a simplified version of the CTt (17 items). Based on the pretest, we also developed the near transfer test (NTt) that presents the problems in the context of Penguin Go while sharing the identical solutions of CTt. Finally, the far transfer test (FTt) mirrored the pretest in terms of the solutions but presented the problems beyond navigating through mazes. All three tests were isomorphic to each other regarding the CT competencies and concepts involved (Figure 3).
3.4.2. Gameplay data

We collected gameplay logs to identify children’s game interactions. All game interactions are logged. Gameplay logs included the data of (a) starting/ending the level; (b) creating/deleting a new block in the solution; (c) changing an existing block; (d) running coding blocks; (e) resetting the position of the penguin; and (f) accessing support. The log data also contained the game ID, action, level, code, and timestamp (an example is presented in Table 3). For data analysis, we removed the time gap between study sessions and aggregated each individual child’s gameplay as one unit of analysis. Table 4 shows the descriptive data of each behavior. However, the raw descriptive data only did not indicate how children solve problems in Penguin Go. Therefore, we implemented SDA for further analyses.
Table 3. Sample gameplay data

<table>
<thead>
<tr>
<th>User ID</th>
<th>Verb</th>
<th>Object</th>
<th>Level</th>
<th>Timestamp</th>
</tr>
</thead>
<tbody>
<tr>
<td>tsms009</td>
<td>start</td>
<td>level</td>
<td>0-5</td>
<td>18:26:15</td>
</tr>
<tr>
<td>tsms009</td>
<td>create</td>
<td>blocks</td>
<td>0-5</td>
<td>18:26:40</td>
</tr>
<tr>
<td>tsms009</td>
<td>create</td>
<td>blocks</td>
<td>0-5</td>
<td>18:27:05</td>
</tr>
<tr>
<td>tsms009</td>
<td>run</td>
<td>blocks</td>
<td>0-5</td>
<td>18:27:07</td>
</tr>
<tr>
<td>tsms009</td>
<td>change</td>
<td>blocks</td>
<td>0-5</td>
<td>18:27:21</td>
</tr>
<tr>
<td>tsms009</td>
<td>reset</td>
<td>blocks</td>
<td>0-5</td>
<td>18:27:37</td>
</tr>
<tr>
<td>……</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tsms009</td>
<td>access</td>
<td>support</td>
<td>0-5</td>
<td>18:30:02</td>
</tr>
<tr>
<td>……</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tsms009</td>
<td>run</td>
<td>blocks</td>
<td>0-5</td>
<td>18:31:29</td>
</tr>
<tr>
<td>tsms009</td>
<td>end</td>
<td>level</td>
<td>0-5</td>
<td>18:31:37</td>
</tr>
</tbody>
</table>

Table 4. Descriptive game interaction data

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Control</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>Start level</td>
<td>19.40</td>
<td>5.986</td>
</tr>
<tr>
<td>End level</td>
<td>15.15</td>
<td>4.481</td>
</tr>
<tr>
<td>Create blocks</td>
<td>182.75</td>
<td>72.875</td>
</tr>
<tr>
<td>Delete blocks</td>
<td>32.25</td>
<td>16.295</td>
</tr>
<tr>
<td>Reset blocks</td>
<td>50.98</td>
<td>23.818</td>
</tr>
<tr>
<td>Run blocks</td>
<td>66.10</td>
<td>25.129</td>
</tr>
<tr>
<td>Access support</td>
<td>17.53</td>
<td>15.563</td>
</tr>
<tr>
<td>Total</td>
<td>411.98</td>
<td>140.544</td>
</tr>
</tbody>
</table>

3.5. Sequential data analytics

As a technique of SDA, we conducted sequential pattern mining (SPM) with a cSPADE algorithm to understand children’s gameplay patterns (Zaki, 2000). The purpose of sequential pattern mining here was to identify emerging gameplay patterns that most likely to occur. Each sequence refers to the gameplay data of one level completed by one student, and the chain of multiple sequences pattern consisted of several gameplay events that orderly occurred. We preset the sequence gap to be 2 (i.e., max_gap = 2, where the next event in the identified pattern should appear within two steps of the prior event but are not necessarily consecutive). The minimum support of a sequence was preset to be .5 (i.e., min_sup = .5; only displaying the frequent sequence patterns that occur over 50% of the time across all children’s gameplay). If the support of a particular sequence was detected to be .6, it indicates that 60% of children’s gameplay demonstrates such sequence.

3.6. Qualitative observations and field notes

In addition to the quantitative data collection (i.e., group comparison of CT tests and sequential pattern mining), we also conducted qualitative data analysis through behavior observations from facilitators. Four facilitators managed the gameplay sessions and then took notes on children’s in-game problem solving and gameplay challenges. Specifically, the observation and field notes focused on (a) the gameplay experiences, (b) problem solving approaches, (c) attitudinal reactions, and (d) study logistics. At the end of each session, the facilitators debriefed their
observations. We compiled and analyzed all the qualitative data through multiple rounds of open coding. The analysis focused on identifying children’s particular gameplay behaviors and notable problem-solving patterns during the experiment. The qualitative data is used as secondary data to provide triangulation and contextual information to the quantitative findings.

4. Results

In the following sections, we present our study findings in accordance with our research questions and the proposed conceptual framework (i.e., evidence identification, evidence accumulation, and activity selection).

4.1. RQ1: Sequence pattern emerged (evidence identification)

We first modeled all the children’s in-game behaviors across all levels with sequential pattern mining. The probability of behavioral transition is shown in Figure 4. We identified 28 sequence patterns containing five unique behaviors based on the threshold (i.e., \( \text{min\_sup} = .5 \) and \( \text{max\_gap} = 2 \)). Among the identified patterns, the most frequent behavior was \textit{Create Blocks}, which appeared in 26 sequence patterns. \textit{Run Blocks} appeared in 16 patterns, and \textit{Reset Blocks} was present in 13 patterns. The least frequent behavior patterns were \textit{Delete Blocks} and \textit{Change Blocks}, which appeared in only five of the patterns and one of the patterns, respectively. \textit{Access Support} did not appear in any of the patterns. This result suggests that children relied more on solution implementation (i.e., \textit{Create Blocks} and \textit{Run Blocks}) rather than refining solutions (i.e., \textit{Reset}, \textit{Delete}, and \textit{Change Blocks}). The average support value for the identified sequential patterns was .67. We examined the top 10 gameplay sequences with the highest support values to identify emerging gameplay patterns among all children (Table 5). The support values ranged from .65 to .97.

\begin{table}[h]
\centering
\begin{tabular}{|c|l|l|}
\hline
Rank & Sequence & Support \\
\hline
1 & \{create blocks\} \rightarrow \{run blocks\} & 0.971 \\
2 & \{create blocks\} \rightarrow \{create blocks\} & 0.943 \\
3 & \{create blocks\} \rightarrow \{create blocks\} \rightarrow \{run blocks\} & 0.909 \\
4 & \{create blocks\} \rightarrow \{create blocks\} \rightarrow \{create blocks\} & 0.841 \\
5 & \{create blocks\} \rightarrow \{create blocks\} \rightarrow \{create blocks\} \rightarrow \{run blocks\} & 0.800 \\
6 & \{create blocks\} \rightarrow \{create blocks\} \rightarrow \{create blocks\} \rightarrow \{create blocks\} \rightarrow \{create blocks\} \rightarrow \{run blocks\} & 0.756 \\
7 & \{create blocks\} \rightarrow \{create blocks\} \rightarrow \{create blocks\} \rightarrow \{create blocks\} \rightarrow \{create blocks\} \rightarrow \{run blocks\} & 0.703 \\
8 & \textit{Reset Blocks} \rightarrow \{run blocks\} & 0.690 \\
9 & \{create blocks\} \rightarrow \{create blocks\} \rightarrow \{create blocks\} \rightarrow \{create blocks\} \rightarrow \{create blocks\} & 0.661 \\
10 & \{create blocks\} \rightarrow \{reset blocks\} & 0.656 \\
\hline
\end{tabular}
\caption{Most Frequent Sequence Patterns Identified Across Conditions}
\end{table}

Note. See Table 6 for details about solution implementation with execution (SI), consecutive solution implementation (CI), and solution evaluation (SE).

We classified gameplay patterns into three categories: (a) solution implementation with execution (SI, Pattern 1, 3, 5, 7), (b) consecutive solution implementation (CI, Pattern 2, 4, 6, 9), and (c) solution evaluation (SE, Pattern 8 and 10). SI patterns start with block creation and end with running the blocks, and CI patterns only consist of consecutive block creation. SE patterns involve \textit{Reset Blocks} compared to SI and CI. \textit{Reset Blocks} refers to resetting penguin position in the game, which does not appear until the blocks begin to run. \textit{Reset Blocks} happens only when someone would like to interrupt the execution of the algorithm. Table 6 summarizes the characteristics and implications of each sequence pattern.

Based on the descriptive results of gameplay sequences and each game behavior, we also infer children’s problem-solving patterns. First, we suggest that the children tended to undergo inefficient problem-solving heuristics—such as (a) the frequent occurrence of CI patterns because many levels (e.g., loop levels) can be solved with just a few blocks and frequent block creation could indicate hesitation and trial-and-error, (b) multiple trials on one level (e.g., 4.83 runs per level completion), and (c) infrequent change of blocks (e.g., 1.65 changes per level start). Second, we
found less frequent prediction- and evaluation-related gameplay patterns, indicating children’s lack of systematic problem solving. Third, the absence of accessing learning support in the gameplay patterns suggests that children used few learning supports and appeared less mindful in problem solving. Such findings highlight that children should have experienced more personalized supports, guiding their in-game problem solving. Overall, these findings help a DGBL system to tentatively identify the noticeable gameplay patterns that can be used for evidence accumulation.

Table 6. Categories of Sequence Patterns

<table>
<thead>
<tr>
<th>Category</th>
<th>Pattern description</th>
<th>Implications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solution implementation with execution (SI)</td>
<td>Start with a series of Create Blocks and end with Run Blocks.</td>
<td>Implements and executes a solution with a clear algorithm in mind. The frequent occurrence of the SI behavior indicates the trial-and-error problem-solving heuristic, which is often inefficient.</td>
</tr>
<tr>
<td>Consecutive solution implementation (CI)</td>
<td>Only contains consecutive Create Blocks with no Run Blocks.</td>
<td>Does not have a clear plan of the algorithm, which could indicate unsystematic exploration or sometimes random block creation.</td>
</tr>
<tr>
<td>Solution evaluation (SE)</td>
<td>Contains Reset Blocks in combination with Run Blocks or Reset Blocks.</td>
<td>Interrupts the solution execution. Involves prediction of where the penguin is moving and the evaluation of the solution. Often associate with debugging.</td>
</tr>
</tbody>
</table>

4.2 RQ2: Understanding interaction pattern in situ (evidence accumulation)

4.2.1. Performance data

We first examined the performance difference between the two experimental conditions (Figure 4). The regression analysis results suggested that when controlling the pretest, both groups performed equally well on near transfer ($t(76) = -0.62, p = .54$) and the control group outperformed the treatment group at the far transfer level ($t(76) = -2.69, p = .009$).

Figure 4. CT measures per condition

![Figure 4. CT measures per condition](image)
4.2.2. Behavioral data

We then investigated the difference between the two conditions regarding the sequence patterns. The same threshold \((\text{min\_sup} = .5, \text{max\_gap} = 2)\) was used to keep consistent with the previous analysis. Table 7 shows a summary of the top 10 frequent gameplay patterns we identified.

Based on the classification, both conditions demonstrated similar patterns in terms of the most frequent behaviors. More than 70% of children's gameplay demonstrated similar SI and CI behavioral patterns in the treatment and control group based on the support value. In addition, SE patterns were relatively less frequent, and the support access was minimal. However, the children in the control condition demonstrated more frequent SE patterns than those in the treatment condition.

Children's sequence patterns demonstrate a high-level summary of their gameplay. As a result, we can infer that the similarity in general behavior patterns between the two groups could potentially explain why children in both two conditions performed equally well at the near transfer. However, the difference in engagement of SE could possibly contribute to the performance difference at the far transfer level.

<table>
<thead>
<tr>
<th>#</th>
<th>Sequence</th>
<th>Support</th>
<th>Category</th>
<th>Sequence</th>
<th>Support</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>{create blocks}→{run blocks}</td>
<td>0.961</td>
<td>SI</td>
<td>{create blocks}→{run blocks}</td>
<td>0.981</td>
<td>SI</td>
</tr>
<tr>
<td>2</td>
<td>{create blocks}→{create blocks}</td>
<td>0.923</td>
<td>CI</td>
<td>{create blocks}→{create blocks}</td>
<td>0.964</td>
<td>CI</td>
</tr>
<tr>
<td>3</td>
<td>{create blocks}→{create blocks}→{run blocks}</td>
<td>0.881</td>
<td>SI</td>
<td>{create blocks}→{create blocks}→{run blocks}</td>
<td>0.940</td>
<td>SI</td>
</tr>
<tr>
<td>4</td>
<td>{create blocks}→{create blocks}→{create blocks}</td>
<td>0.822</td>
<td>CI</td>
<td>{create blocks}→{create blocks}→{create blocks}</td>
<td>0.862</td>
<td>CI</td>
</tr>
<tr>
<td>5</td>
<td>{create blocks}→{create blocks}→{create blocks}→{run blocks}</td>
<td>0.774</td>
<td>SI</td>
<td>{create blocks}→{create blocks}→{create blocks}→{run blocks}</td>
<td>0.827</td>
<td>SI</td>
</tr>
<tr>
<td>6</td>
<td>{create blocks}→{create blocks}→{create blocks}→{run blocks}</td>
<td>0.729</td>
<td>CI</td>
<td>{create blocks}→{create blocks}→{create blocks}→{run blocks}</td>
<td>0.786</td>
<td>CI</td>
</tr>
<tr>
<td>7</td>
<td>{create blocks}→{create blocks}→{create blocks}→{run blocks}</td>
<td>0.666</td>
<td>SI</td>
<td>{create blocks}→{create blocks}→{create blocks}→{run blocks}</td>
<td>0.743</td>
<td>SI</td>
</tr>
<tr>
<td>8</td>
<td>{reset blocks}→{run blocks}</td>
<td>0.665</td>
<td>SE</td>
<td>{reset blocks}→{run blocks}</td>
<td>0.717</td>
<td>SE</td>
</tr>
<tr>
<td>9</td>
<td>{create blocks}→{create blocks}→{create blocks}→{reset blocks}</td>
<td>0.639</td>
<td>CI</td>
<td>{create blocks}→{reset blocks}</td>
<td>0.689</td>
<td>SE</td>
</tr>
<tr>
<td>10</td>
<td>{create blocks}→{reset blocks}</td>
<td>0.626</td>
<td>SE</td>
<td>{run blocks}→{reset blocks}</td>
<td>0.668</td>
<td>SE</td>
</tr>
</tbody>
</table>

Note. See Table 6 for details about solution implementation with execution (SI), consecutive solution implementation (CI), and solution evaluation (SE).

4.2.3. Qualitative data: Data triangulation

To further understand the difference in children’s performance and gameplay patterns, we then triangulated SPM results with behavior observations from facilitators’ field notes and debriefing results. The qualitative data included primarily four categories: (a) the gameplay experiences (e.g., number of levels played, challenges students had,
notable game interactions such as accessing learning resources), (b) problem solving approaches (e.g., trial-and-error, pause-and-think, disengagement), (c) attitudinal reactions (e.g., excitement, confusion, boredom), and (d) study logistics (e.g., technological issues). In this study, we aim to use qualitative as the secondary data to ensure the consistency and trustworthiness of the quantitative findings. Specifically, we identified three notable themes through the qualitative data regarding children’s gameplay (i.e., RQ1 and 2). First, the field notes in behavior observations reported that children relied on inefficient problem-solving approaches such as trial-and-error. Facilitators observed that some children were frequently moving back and forth between creating blocks and running blocks and built a solution incrementally. One facilitator noted that some children did not spend time reading the pre-level prompts when a new block was introduced.

Second, children were less engaged in problem decomposition and debugging in the gameplay. The children appeared impatient because they tended to construct a solution and immediately delete blocks back after the penguin failed to move to the destination. Given that children's solutions comprise simple sequence structures, this result suggests that the children did not demonstrate a high level of abstraction during the in-game problem solving. They tended to choose simple solutions, which involve fewer cognitive resources.

Finally, the behavior observation also indicated that children did not access the learning support very often. Some children in the treatment group even used the in-level tips as cognitive shortcuts to plan simple solutions. The tips ended up being a “cheat sheet” to them and did not guide them to plan or evaluate their solutions. These findings further explain the patterns in the context of CT development and transfer. The results address the potential challenges to children’s gameplay and learning. They indicate which helps to inform the activity selection phase in designing adaptivity for DGBL. The triangulation from the qualitative data provides further support to the previous SDA findings, which are the basis of the design adaptivity.

4.3. RQ3: Design implications of personalization (activity selection)

4.3.1. Using SDA to Understand In-Game Problem Solving

One of the challenges of the current version of Penguin Go is that children demonstrated inefficient problem-solving heuristics and did not interact with the cognitive supports under the voluntary condition. Based on the game challenges, we found evidence of designing adaptivity from a competency-driven approach, emphasizing children’s problem solving. With SDA implemented, the game can (a) infer children’s general problem-solving competency (i.e., game performance history and pattern recognized); (b) monitor the noticeable sequence patterns; and (c) infer the stage of in-game problem solving.

4.3.2. Adaptive game challenges

Adaptive game challenges can guide children to focus on target skill acquisition and abstraction on knowledge. Based on the previous analyses, we concluded that children tended to demonstrate mostly SI and CI rather than CI, which can be inefficient. If such gameplay patterns emerge continuously, this continuous occurrence of the patterns indicated that children do not mindfully engage in problem solving particularly related to abstract thinking. Therefore, imposing constraints on the number of blocks (e.g., Zhao & Shute, 2019) can guide children to mindfully plan their solutions because of the limited resources. Moreover, based on the student gameplay proficiency (e.g., level completion time), constraints can be adjusted accordingly. In the context of the current study, one indicator that we can use is the support value of CI patterns being consistently higher than 90% across multiple levels, given that the population demonstrate such pattern more than 90% of the time on average. However, this baseline might vary across different populations with different proficiency levels.

4.3.3. Adaptive cognitive supports

While constraints provide personalized challenges, adaptive cognitive supports provide personalized support. For example, when CI patterns frequently occurred within one level (an indication of unsystematic problem-solving), the game delivered cognitive supports that helped children understand the content knowledge. When repetitive SI
emerged, cognitive supports—such as worked examples—were delivered to help children refine solutions. SDA can help to identify these gameplay patterns by setting the minimum support value: if the algorithm detects a frequent pattern (e.g., $min_{sup} > 0.5$), the game will trigger the relevant support.

### 4.3.4. Adaptive meta-cognitive supports

Children’s unsystematic problem solving was related not only to inefficient uses of cognitive resources but also to the limited access to meta-cognitive resources (Azevedo & Aleven, 2013). Such unsystematic problem-solving pattern is supported by children’s infrequent SE pattern, and even the control group outperformed the treatment group at the far transfer level. SDA is viable to identify what type of meta-cognitive support should be presented and when to intervene within the game level. For instance, once the cumulative gameplay sequences of a child indicate the infrequent SE pattern during gameplay, a game needs to deliver meta-cognitive supports (e.g., analysis prompts, evaluation guides, or reflection activities) upon individuals’ diverse paths. Furthermore, children’s gameplay action transitions (e.g., consecutive block creation, resetting, or deleting blocks) indicate various problem solving stages (e.g., wheel-spinning or solution refinement). Based on the identified gameplay pattern results, we can then match the appropriate meta-cognitive supports to the individuals’ play to support systematic gameplay related to CT development.

### 5. Discussion

This study implemented SDA into DGBL—performing an assessment to inform evidence of adaptivity design to promote young children’s CT development. Based on our analysis findings, we discuss how each phase of the proposed framework helped to design children’s personalized DGBL learning experiences by adaptivity design.

#### 5.1. Using SDA to facilitate the evidence identification

SDA benefits researchers in collecting and identify the evidence of children’s gameplay behaviors for design-based research in a game environment. The results of gameplay patterns in this study demonstrated young children’s challenges overall when the supports were not tailored to individuals’ diverse learning trajectories. Specifically, the children experienced difficulty in building a correct solution throughout in-game tasks without personalized support. Such patterns also represent students’ challenges, including inefficient gaming performance and low understandings of CT during gameplay. These results are aligned with previous research that young children had difficulty mastering the concept of loops and conditional statements to build a complete solution (Ching et al., 2018). Children’s such challenges augment the significance of guidance in experiential and interactive learning environments—considering young learners’ cognitive capability (Ké et al., 2019; Kirschner, Sweller, & Clark, 2006; Mayer, 2004). In other words, the data in the evidence identification phase shows preliminary evidence of when and how to provide adaptive supports to guide children’s problem-solving and promote solution design based on their current learning states.

When it comes to designing adaptivity for DGBL, SDA distilled students’ gameplay data (a chain of sequences) and then examined children’s frequent play paths as quantitative and contextual evidence. Given that an adaptive game system collects, assembles the evidence, and makes empirically data-driven decisions, at this stage, SDA illustrates what kinds of gameplay pattern data emerged and estimate children’s states of game successes and challenges by estimating the frequency of certain gameplay pattern data. The information is essential to build different predictive supervised or semi-supervised algorithms for the purpose of learner modeling in designing adaptive DGBL systems (e.g., Almond et al., 2020; Basu et al., 2017, Rowe et al., 2021).

#### 5.2. Validating and triangulating the evidence accumulation

The evidence accumulation phase in this study helped researchers to ensure the validity of data collected from SDA. For example, the group comparison of the interaction pattern and how the learning transfer performance was related to patterns highlighting the importance of children’s SE patterns and the inefficiency of CI patterns in DGBL. Using
Triangulation, we further corroborated these findings. The children in the treatment group, with additional cognitive supports, tended to misuse the supports. The supports helped students at the near transfer level but not necessarily at the far transfer level. In comparison, the children in the control group, without cognitive supports, were more likely to engage in SE. Such pattern was not related to the near transfer performance, but it possibly contributed to children’s transferrable knowledge and skill development evidenced by the study finding that the control group outperformed the treatment group at the far transfer level.

SDA is an exploratory approach that does not make a priori assumption (Sanderson & Fisher, 1994). The evidence identified, therefore, might not fully reflect students’ learning needs. Consequently, researchers need to use external measures (e.g., learning measures, performance measures, or observations) to validate the meaning of the collected evidence. This step helps researchers and practitioners to identify emerging learning interaction patterns in context and further understand the learners’ needs and challenges. This is consistent with the call of adding expandability to exploratory approaches of educational data mining (Lim et al., 2021; Shibani et al., 2020). With data triangulation, we identified how specific gaming actions and interactions fostered children’s CT development at a fine-grain level. Subsequently, based on the study findings, we can suggest more robust instructional design decisions.

5.3. Designing personalized learning experiences with activity selection

Based on our understanding of children’s learning interactions and challenges from the previous phases, we yielded decisions of the adaptivity design in Penguin Go. Basically, researchers need to answer three questions in response to designing adaptivity in DGBL: which of the learners’ variables to adapt, when to intervene, and which instructional content or support to present (Shute & Zapata-River, 2012). With the help of SDA, we systematically approached these questions using data-driven systems grounded throughout students’ gameplay. First, we identified children’s needs during gameplay. The SDA findings revealed children’s inefficient problem solving. SDA enabled researchers to either monitor noticeable play patterns or estimate the levels of competency in problem solving. Subsequently, the collected data from SDA supported the design decisions as to when and how to intervene children’s play (e.g., a behavioral trigger based on observed play patterns or a threshold based on the baseline competency level). Finally, we explored children’s interactions with the embedded instructional supports—adaptive game challenges, adaptive cognitive supports, and adaptive meta-cognitive supports based on the children’s needs we identified. SDA-driven data collection and decision helped researchers to understand children’s interactions with given supports and this data informs which types of supports can be useful across individuals’ learning profiles. Through this process, we aim to propose a systematic framework to approach instructional design for DGBL environment driven by learning analytics (c.f. Ifenthaler, 2017). This approach also provides a viable way to design adaptive learning experiences through real-time assessments (e.g., Roll, et al., 2011; Rowe et al., 2021; Shute et al., 2020).

5.4 Theoretical and practical implications

The study contributes to the previous instructional design research by proposing a framework for applying learning analytics techniques such as SDA in the learning design of adaptive DGBL experiences for computing education. DGBL environments engage children in complex and interactive problem solving, which often needs systematic guidance and facilitation (see Kirschner et al., 2006). Practically, the conceptual framework proposed by this study provides instructional designers with a feasible way to utilize learning analytics in supporting instructional design (Ifenthaler, 2017). Based on the conceptual framework, we provided empirical evidence of how to integrate SDA into DGBL and discussed how to approach the design systematically with multiple sources of data. Specifically, the current study presents a case for how to design personalized learning experiences based on identified learners’ needs through SDA.

In addition, the empirical data highlighted children’s gameplay patterns and challenges in learning. This further advances the field’s knowledge of how children learn through playing and the role of problem-solving in DGBL (c.f. Taub et al., 2020). Both quantitative and qualitative data underscore the needs in children’s CT learning and provide practical design recommendations (i.e., game challenges, cognitive supports, and metacognitive supports) about how to potentially address the needs through adaptive design.
5.5. Limitations and future directions

This study has a few limitations. First, we did not fully execute a personalized game system, including real-time prediction modeling and not testing the usability of the proposed adaptivity design in DGBL. The scope of the current study was to suggest a methodological framework using SDA that informs evidence of adaptivity design in DGBL. Therefore, future research should develop and contextualize a validated prediction model based on SDA data to measure children’s either problem-solving phases or CT development states and examine the efficacy of adaptivity triggered by SDA. Second, we did not refine relevancy behavior codes that indicate how gameplay event transitions refer to specific problem-solving phases. Future studies should refine behavior codes to clearly show the different stages of problem solving. For instance, the data of the SDA appeared skewed because one type of event (e.g., creating blocks) dominantly emerged. This event occurred through children’s gameplay across different contexts (e.g., consecutive block creations and support abuse that switched back and forth between block creation and support access), but we could not label them differently in this study.

6. Conclusions

In this study, we have presented our SDA-driven methodological framework that focuses on collecting evidence of adaptivity design in DGBL. Specifically, using the game Penguin Go, we implemented a case study and the study finding demonstrates how the proposed methodological framework and its implementation ran to detect children’s game behavior patterns. Through the case study, SDA identified children’s key gameplay patterns and highlighted the effect of solution evaluation on developing CT. Finally, this study has presented design implications based on SDA results in DGBL for computing education.
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